ABSTRACT

Purpose. The aim was to identify a mathematical model that, when fitted with the survival time distribution of a Hodgkin’s disease population, would provide a reliable estimate of expected survival at diagnosis for any new Hodgkin patient. This model would be based upon a multivariable selection of the best prognostic factors evaluable at diagnosis and its forecast could be of assistance in the choice of treatment.

Methods. The study sample consisted of the 5,023 patients whose basic clinical information was collected into the IDHD. These were people treated with standard protocols over the last two decades in 18 institutions. Several survival time distributions (exponential, Weibull, Gompertz, log-logistic and log-normal) were investigated to find the one that best fit the data and to relate its parameters to patient prognostic characteristics.

Results. The log-normal model provided the best fit for the data. The most statistically significant prognostic covariates were stage, age, histotype, B symptoms, serum albumin, sex and involved area distribution. Mediastinal, extranodal or bone marrow involvement, erythrocyte sedimentation rate, hemoglobin, serum alkaline phosphatase and lactate dehydrogenase did not add significant information. An equation containing these seven variables was derived to estimate median survival. Five distinct prognostic classes were identified by four cut-off values for this estimate.

Conclusions. Direct use of estimated median survival or allocating each patient into one of the five prognostic classes allows better tailoring of clinical strategies according to prognostic characteristics, more accurate patient stratification and evaluation of results in clinical trials and meta-analyses. Instructions are given for using this tool for both clinical and investigational purposes.
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between the wide complexity of disease presentations and available therapeutic resources. An improved prognostic evaluation able to identify the likely outcome of a given patient would be of considerable clinical importance. A wide number of studies have pointed out a limited series of selected primary clinical features at presentation that contribute independently to patient survival. However, the exact influence on survival of each of these factors, and their precise contribution to correct treatment choices and outcome evaluation are still undefined.

A large sample from the Western world’s HD population of the 70’s and 80’s collected in the IDHD offered us an opportunity to verify (a) how much of the overall prognostic variability can really be explained by the tumor- and patient-related characteristics commonly recorded at diagnosis; (b) the best choice of the clinical and staging parameters that prove to be most useful in clinics; (c) the possibility of adding one or more of the commonly used biological parameters, because of their easy measurability, to the list of prognostically important factors and (d) the possibility of constructing a mathematical model able to characterize the course of the disease on the basis of a few pretherapeutic clinical variables.

The main usefulness of such a model would lie in its ability to provide an improved method for estimating survival and a more accurate tool for making both therapeutic decisions and statistical comparisons between differently treated patient series.

**Materials and methods**

**Collection criteria of the IDHD cases**

In 1988 a large cooperative database was undertaken to assess – with respect to treatment response and survival – the exact relevance of parameters commonly considered in the management of HD patients. Although criteria, purposes and a first statistical evaluation of this database are better detailed elsewhere, a concise general summary will be presented here.

The IDHD collected basic clinical information on 14,315 patients from 20 of the largest institutions or cooperative groups in the Western world with experience in the treatment of HD. Patients fulfilled the following inclusion criteria: (a) previously untreated; (b) age > 14 years at diagnosis; (c) initial treatment completed before the end of 1987.

The record of initial patient characteristics was restricted to those previously presented as prognostically important according to a consolidated amount of clinical experience and literature reports, i.e. sex, age, histological type (Htp), initial clinical presentation (CP), clinical stage (Stg), pathological stage, if performed, number of major lymph node areas involved (NLA), mediastinal (Med) and localized extranodal involvement (LEI), systemic symptoms (SS, categorized as the absence, A, or presence, B, of one or more of the following: night sweats, fever > 38° C and weight loss > 10% in the last 6 months), erythrocyte sedimentation rate (ESR), hemoglobin concentration (Hb), serum lactate dehydrogenase (LDH), serum alkaline phosphatase (AP) and serum albumin (Alb). Staging information was taken according to the specific Ann Arbor Conference recommendations.

The large majority of patients was treated according to randomized trials or well-known protocols, as reflected by the reports available in the literature and concisely reviewed elsewhere.

Radiation therapy was classified into three simple groups: localized, regional and extended radiotherapy, respectively. Chemotherapy regimens were subgrouped into some broad categories: single agent, MOPP (mechloretamine, vincristine, procarbazine and prednisone), or MOPP-like and adriamycin-containing regimens. Treatment response, disease-free or relapse-free survival, and overall survival were recorded according to Dixon et al.

For disease course evaluation the following time data were recorded: a) date treatment began (survival evaluation starts from this point, not from the date of evaluation of clinical response, which was not recorded); b) date of relapse; c) date of last known vital condition (dead or alive); d) date of second cancer onset.
Causes of death were grouped under 5 headings: related to HD, related to treatment without evidence of disease, due to second malignancy, intercurrent, due to an unspecified cause. Clinical status was judged as either in complete remission or with active disease.

Population of the present study

Eighteen of the 20 IDHD centers agreed to the purposes and methods proposed for the present investigation, thus data were available for 14,074 of the total 14,315 patients.

We chose to exclude from the study those subjects treated before 1970 (in all 1,427 cases), since their overall survival proved to be lower than that of the patients treated both during the decade 1970-1979 and after 1979 (see also Henry-Amar et al.). For the study population that remained (12,647 patients), the acceptable prognostic homogeneity, the basic rationality of the therapeutic plans, the good common standards of efficiency in clinical management reached by the different centers and the very large recruitment definitely seemed to allow the drawing of general conclusions regarding prognostic matters. So, results can be considered reliably derived from a broad representative sample of the world’s HD population that has been managed with pooled standard protocols from the last 20 years.

Laboratory data were carefully considered because of their demonstrated individual prognostic importance, easy measurement and comparability. Unfortunately, such values were often unreported in the files of many centers (see Henry-Amar et al., pages 179-190) and this greatly reduced the number of patients who presented a complete set of data and were thus suitable for this study. For instance, the number of patients who presented Alb, regardless of other biological variables, was 5,023.

The overall survival of patients presenting these biological data in their records proved to be identical with that of the ones without such information, thereby demonstrating that these cases do not represent a selected sample of the whole population in this respect (the Kaplan and Meier estimate of the proportion of patients surviving at 200 months is, respectively, 0.60 for those lacking and 0.57 for those having Alb in their records).

Statistics

General techniques and modelling. The IDHD file was managed on a personal computer with the SPSS, SAS and BMDP statistical packages.

Survival was the only prognostic outcome considered for the aims of this study. The 75 patients who died at the age of 65 or over either from unspecified causes or conditions unrelated to HD or to its therapy were taken as censored. This criterion was adopted in order to avoid seriously overestimating HD mortality due to the generally short expected survival of the normal 65 and over population. Indeed, life expectancy for the general 65 and over age group is much shorter than the median survival of HD patients. However, patients who died at the age of 65 or over from causes related to HD, to treatment or to second malignancy were not censored.

The whole population was subdivided into two casual and independent subsets of patients. In the first – the training sample of 6,502 patients – we studied and comparatively evaluated the goodness of fit of several parametric survival models and selected one of them. In the second – the test sample of 6,145 patients – we cross-validated the accuracy of the selected model.

The plot of the empirical hazard vs. time, the plots of the logarithm of the empirical hazard, the cumulative hazard and the logarithm of the cumulative hazard vs. time and the logarithm of time were obtained to check the fit of the exponential, Weibull, Gompertz, log-logistic and log-normal models.

Inspective evaluation of the linearity of these curves was completed by an analysis of the log-likelihood of all the distribution models considered (except that of Gompertz), performed by means of the SAS LIFEREG program without the use of explanatory variables.

A further check was carried out by analyzing the generalized residuals of the model according to the method suggested by Blossfeld et al. Briefly, this method consists of checking the
exponentiality in the distribution of the theoretical cumulative hazard computed, using the different models, at each death or censure time.

Transformation and selection of explanatory variables (covariates). The following 16 pretreatment parameters were considered for analysis in the training sample: sex, age (in years), Htp (4 types: lymphocyte predominance, LP; nodular sclerosis, NS; mixed cellularity, MC; lymphocyte depletion, LD), CP (3 levels: above, below or on both sides of the diaphragm), Stg (4 levels, I to IV), NLA (possible numbers: 0 to 10), Med (involved or uninvolved, bulk information not provided), LEI and BM (both with 2 possible levels), SS (A or B category), ESR (mm at 1st hr), Hb (mMol/L), LDH (mMol/L), AP (mMol/L), and Alb (mMol/L).

The distributions of ESR and Hb were similar when compared among centers, thus they were handled as direct quantitative data. The distributions of LDH, AP and Alb were different among centers so it was necessary to use them as percentiles of the frequency distribution observed within each center.

Through analysis of the variations in the goodness of fit (log-likelihood ratio) of the selected survival model, the following covariate modifications were adopted:

- the variable stage (Stg) corresponds to the pathological stage, when available (5,796 patients); otherwise, it refers to the clinical stage;
- age was square transformed \((\text{age}^2)\) in accordance with its clinical weight, which is commonly accepted to be higher as the patient gets older;
- the value of Alb, as percentile of the frequency distribution within each center, was further converted into its natural logarithm \(\ln(\text{Alb})\). This is consistent with the decreasing clinical significance of high levels of this variable;
- Htp were regrouped into two classes: LD vs. all other types (≠LD).

LDH was excluded in advance from the selection of covariates for two reasons: first, its consideration would have dramatically reduced the number of observations; second, LDH lost all statistical importance when it was included in the model together with stage and age in a preliminary evaluation on the 1,746 patients presenting LDH information.

In the course of the selection procedures to determine the best variables, evidence showed that collapsing two of them – CP and NLA – into one would be appropriate. The newly-formed variable, called involved area distribution (IAD), presents two distinct categories: ≤ 3 involved areas above the diaphragm vs. all other conditions (i.e., ≥ 4 supradiaphragmatic areas or any subdiaphragmatic ones, or any number of areas on both sides of the diaphragm).

Selection of the best covariates was accomplished by means of both marginal and conditional testing of each possible explanatory variable. These tests evaluate the difference between the log-likelihood of the model when a given variable is or is not included in the presence or the absence of other covariates. The significance level used was 0.05.

Possible interactions between explanatory variables were systematically investigated within the group of the best covariates selected.

Validation of the model and identification of homogeneous prognostic classes. The best theoretical model chosen using the training sample was cross-validated in the test sample. Its accuracy in fitting the data of the test sample was evaluated, and the statistical importance of each covariate was verified. Moreover, the values of the coefficients estimated in the test sample were compared with the estimates obtained in the training sample by means of a Z test, using the estimated standard errors.

The results of these tests should demonstrate that the theoretical model reflects structural relationships between the survival of HD patients and the prognostic factors, and not just chance aspects of the sample used.

Theoretical survival distribution can be similar for a number of patients with different combinations of prognostic factors. So, using cluster analysis, we investigated a set of classes, well differentiated for theoretical survival, containing subjects with relatively homogeneous
expected prognosis. It is noteworthy that the homogeneity within each class is limited to the prognosis-conditioned treatment because patients with different clinical presentations – which implies different treatments – can belong to the same class. The prognostic classes identified were validated on both the training and test samples.

The various prognostic classes identified presented an opportunity for checking how the model could forecast empirical survival distribution. To this end, in each prognostic class of both the training and test samples the largest group of patients presenting identical prognostic factors was sought. It should be emphasized that the choice of the largest group in each class was deliberately independent of that which best fit the model or differentiated the classes.

The 95% confidence band of its theoretical survival distribution was computed for each of the selected groups. Then, the survival curve of the corresponding subset of patients in the test sample (i.e. those with exactly the same explanatory prognostic variables) was calculated according to the Kaplan and Meier technique. The model is validated by the inscription of the survival curve of the test sample patients within the confidence band of the expected survival calculated from the training sample. This criterion of validation is rather severe, since the calculated confidence bands do not account for the multiple testing artifact.

After this validation, a new estimation of both the parameters of the model and the cut-off values for the prognostic classes identified was performed on the total available population (5,023 patients), in order to increase the general accuracy of the model for possible users.

### Results

Visual evaluation of the plots of the empirical hazard, cumulative hazard and their logarithmic transformations suggested that the log-logistic and the log-normal models fit the data of the training sample better than the other models. Despite the fact the graphical analysis tended to exclude all models other than the log-normal and log-logistic, we further checked the Weibull and exponential distributions with a log-likelihood analysis. The results indicated a definite advantage for the log-normal model in best fitting the data. The generalized residuals plots, shown for the different models in Figures 1-4, confirm this conclusion. Thus the log-normal model was definitively chosen as the most adequate, and it was utilized for the selection of the explanatory variables.

All covariates were statistically significant at univariate analysis. Only seven of them were statistically significant at a multivariate analysis, as shown in Table 1.

No interaction between variables demonstrated a statistically significant role in the model.

The cross-validation results obtained for the model with the 7 selected covariates in the test sample are shown in Table 1, which reports the coefficients with standard errors and corresponding P values for the 7 variables when the model was applied on both the training and the test samples.

In the test sample, 6 out of 7 parameters confirmed their prognostic importance by showing high statistical significance, while IAD retained a 0.09 p value. Moreover, the differences in the absolute values of the estimated parameters in both samples are often negligible and never statistically significant when checked with the Z test. These results mean the model describes reproducible structural features of HD mortality and not just casual features of the data.

The right hand section of Table 1 reports the parameters of the model estimated on the total available population. These coefficients allow a more accurate calculation of the distribution of survival probabilities for each patient. From this distribution the following equation for median expected survival can be derived:

\[
T \text{ (months)} = \exp \left[ 3.75 + 1.25 \times \text{Stg I} + 0.77 \times \text{Stg II} + 0.46 \times \text{Stg III} - 0.00046 \times (\text{age})^2 + 0.85 \times \text{Htp} + 0.42 \times \text{SS} + 0.24 \times \ln(\text{Alb}) + 0.25 \times \text{sex} + 0.25 \times \text{IAD} \right]
\]

Using this equation for a given patient, the values of the quantitative variables have to be directly introduced into the model, while the qualitative features have to be inputted as 1
Table 1. Final model parameters with standard errors and statistical significance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter</th>
<th>SE</th>
<th>P</th>
<th>Parameter</th>
<th>SE</th>
<th>P</th>
<th>Parameter</th>
<th>SE</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training sample (2542 pts)</td>
<td></td>
<td>Test sample (2481 pts)</td>
<td></td>
<td>Whole sample (5023 pts)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P</td>
<td></td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
<td>P</td>
<td></td>
<td>P</td>
</tr>
<tr>
<td>Stage I</td>
<td>1.32629265</td>
<td>0.192593</td>
<td>0.0001</td>
<td>1.16192148</td>
<td>0.191687</td>
<td>0.0001</td>
<td>1.25480611</td>
<td>0.135966</td>
<td>0.0001</td>
</tr>
<tr>
<td>Stage II</td>
<td>0.7523949</td>
<td>0.147552</td>
<td>0.0001</td>
<td>0.77510785</td>
<td>0.150865</td>
<td>0.0001</td>
<td>0.76884275</td>
<td>0.105584</td>
<td>0.0001</td>
</tr>
<tr>
<td>Stage III</td>
<td>0.34746573</td>
<td>0.123778</td>
<td>0.0050</td>
<td>0.56242705</td>
<td>0.124096</td>
<td>0.0001</td>
<td>0.46168073</td>
<td>0.087618</td>
<td>0.0001</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0004599</td>
<td>0.000033</td>
<td>0.0001</td>
<td>-0.0004581</td>
<td>0.000033</td>
<td>0.0001</td>
<td>-0.0004585</td>
<td>0.000023</td>
<td>0.0001</td>
</tr>
<tr>
<td>Htp</td>
<td>1.11418815</td>
<td>0.137552</td>
<td>0.0001</td>
<td>0.7523949</td>
<td>0.13778</td>
<td>0.0001</td>
<td>0.45914521</td>
<td>0.139716</td>
<td>0.0001</td>
</tr>
<tr>
<td>SS</td>
<td>0.45914521</td>
<td>0.104195</td>
<td>0.0001</td>
<td>0.38275433</td>
<td>0.104845</td>
<td>0.0001</td>
<td>0.21100984</td>
<td>0.051129</td>
<td>0.0001</td>
</tr>
<tr>
<td>ln(Alb)</td>
<td>0.24682946</td>
<td>0.050623</td>
<td>0.0001</td>
<td>0.24682946</td>
<td>0.05623</td>
<td>0.0001</td>
<td>0.2471226</td>
<td>0.05623</td>
<td>0.0001</td>
</tr>
<tr>
<td>Sex</td>
<td>0.2330325</td>
<td>0.095093</td>
<td>0.0001</td>
<td>0.2330325</td>
<td>0.095093</td>
<td>0.0001</td>
<td>0.2471226</td>
<td>0.09439</td>
<td>0.0001</td>
</tr>
<tr>
<td>AD</td>
<td>0.2963854</td>
<td>0.12323</td>
<td>0.0001</td>
<td>0.2963854</td>
<td>0.12323</td>
<td>0.0001</td>
<td>0.2471226</td>
<td>0.09439</td>
<td>0.0001</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.43339334</td>
<td>0.125449</td>
<td>0.0001</td>
<td>3.43339334</td>
<td>0.125449</td>
<td>0.0001</td>
<td>3.43339334</td>
<td>0.105949</td>
<td>0.0001</td>
</tr>
<tr>
<td>Scale</td>
<td>1.73756981</td>
<td>0.048633</td>
<td>1.71414272</td>
<td>0.048633</td>
<td>1.73756981</td>
<td>0.048633</td>
<td>1.73756981</td>
<td>0.048633</td>
<td>1.73756981</td>
</tr>
</tbody>
</table>

† This parameter is the natural logarithm of the expected median survival (months) of pts with all unfavorable prognostic factors.
‡ This parameter measures the spread of the expected survival distribution.
when present or 0 when absent. For example, the median expected survival of a 55-year-old male patient with stage III lymphocyte depleted disease, with B symptoms, presenting 4 involved lymph node areas above the diaphragm and a serum albumin concentration equal to the 20th percentile is:

\[ T \text{ (months)} = \exp (3.75 + 1.25 \times 0 + 0.77 \times 0 + 0.46 \times 1 - 0.00046 \times 55^2 + 0.85 \times 0 + 0.42 \times 0 + 0.24 \times \ln 20 + 0.25 \times 0 + 0.25 \times 0) = 34 \]

The unfavorable basal clinical categories (those entered as 0 in the equation) are: stage IV disease, lymphocyte depletion, the presence of B symptoms, male gender, > 3 involved supradiaphragmatic lymph node areas, any subdiaphragmatic ones or any on both sides of the diaphragm. One can expect that when a patient does not present a basal category for a qualitative clinical variable, his median survival will be multiplied by \( \exp(\text{coefficient of the variable}) \). So, the expected median survival of a
patient with stage I disease will be \( \exp(1.25) \) times higher than that expected for a patient with stage IV disease, all other clinical variables being equal.

The probability that a patient will survive at least \( t \) number of months is given by:

\[
P = 1 - \Phi \left\{ \ln t - (3.75 + 1.25 \times \text{Stg1} + 0.77 \times \text{Stg2} + 0.46 \times \text{Stg3} - 0.0046 \times (\text{age})^2 + 0.85 \times \text{Htp} + 0.42 \times \text{SS} + 0.24 \times \ln(\text{Alb}) + 0.25 \times \text{sex} + 0.25 \times \text{IAD}) \right\} / 1.73
\]

where \( \Phi \) is the standard Gaussian probability integral. The probability of the patient in the preceding example surviving at least 120 or 60 months is given by:

\[
P = 1 - \Phi \left\{ \ln 120 - (3.75 + 1.25 \times 0 + 0.77 \times 0 + 0.46 \times 1 - 0.0046 \times 55^2 + 0.85 \times 0 + 0.42 \times 0 + 0.23 \times \ln (20) + 0.25 \times 0 + 0.25 \times 0) \right\} / 1.73 = 0.23
\]

\[
P = 1 - \Phi \left\{ \ln 60 - (3.75 + 1.25 \times 0 + 0.77 \times 0 + 0.46 \times 1 - 0.0046 \times 55^2 + 0.85 \times 0 + 0.42 \times 0 + 0.23 \times \ln (20) + 0.25 \times 0 + 0.25 \times 0) \right\} / 1.73 = 0.63
\]

Cluster analysis identified 5 prognostic classes characterized by high within-group and low inter-group homogeneity with respect to estimated survival. These are separated by the following 4 cut-off values for median expected survival: 723, 377, 178 and 64 months. The number of patients from the total available study population allocated into each prognostic class, the percent of deaths and the median survival estimate quartiles are reported for each class in Table 2.

The first class contains patients whose expected HD-related survival is so high that mortality very near that of the normal population can be hypothesized. Note that a 50% probability of death at 1051 months does not mean that 50% of the patients will be dead at 87.5 years from diagnosis (this would exceed the expected survival of even a healthy young population). It simply means that 50% of HD-specific deaths can be expected after that time, and if this interval is longer than the normal expected survival for subjects at a given age, then death from other causes will be more probable. In this respect, the second class includes patients with a 25% probability of dying within 160 months (about 13.5 years), which represents a poorer outlook than that of the normal population. On the other hand, patients in the fifth class have a 50% probability of dying within 2.5 years, and only 25% of them will survive for little more than 8 years.

When the unique covariate, that given by the ordinal number of the prognostic class to which every patient belongs, is substituted for the 7 explanatory variables in the model, the accuracy of the fit decreases quite negligibly in the training sample.

Figures 5-9 illustrate the comparison between the theoretical survival curves estimated in the training sample (95% confidence band) and survival in the test sample as estimated by the Kaplan and Meier curves. This comparison was performed in each prognostic class between the largest patient groups presenting the same

<table>
<thead>
<tr>
<th>Prognostic classes</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>825</td>
<td>1244</td>
<td>1361</td>
<td>1041</td>
<td>552</td>
</tr>
<tr>
<td>Deaths %</td>
<td>9.58</td>
<td>17.68</td>
<td>28.07</td>
<td>43.71</td>
<td>66.85</td>
</tr>
<tr>
<td>1st quartiles †</td>
<td>322</td>
<td>160</td>
<td>81</td>
<td>35</td>
<td>9</td>
</tr>
<tr>
<td>2nd quartiles †</td>
<td>1051</td>
<td>524</td>
<td>266</td>
<td>116</td>
<td>30</td>
</tr>
<tr>
<td>3rd quartiles †</td>
<td>3438</td>
<td>1713</td>
<td>870</td>
<td>379</td>
<td>99</td>
</tr>
</tbody>
</table>

† Quartiles measured in months.

Table 2. Expected quartiles of survival and observed percentages of deaths in the prognostic classes identified in the whole sample.
Estimate of Hodgkin's disease prognosis

In the evaluation of the prognostic accuracy of the classes, the group-size criterion was chosen to avoid any selection influence. The groups thus chosen are not necessarily those showing the best differentiation among classes. For this purpose, quantitative prognostic variables were dichotomized according to the following most suitable values: age $\geq 49$ years or otherwise, Alb $\geq$ 40th percentile or otherwise. As shown in the figures, inscription of the test sample curves within the training sample theoretical confidence bands can be considered good in 4/5 comparisons. This result is quite satisfactory for the following reasons: a) the probability that 1 out of 5 independent correct 95% confidence bands does not include the true survival curve is about 0.23 (not an improbable event); b) the Kaplan and Meier curve is not the true survival distribution, but an estimate subject to casual variability; c) the confidence bands used in this comparison are rather severe (for the multiple testing artifact 17). Note that the Kaplan-Meier plot is extremely unstable toward the tail of the survival distribution curve. This easily explains the discrepancies in Figures 5 and 9.

The reliability of the survival forecast furnished by the model and that of the prognostic classes identified are therefore reasonably demonstrated.

Discussion

The general validity of these results is found on two main arguments: first, the very large case recruitment, both for the absolute number of patients recorded and the variety of centers involved; second, the verified and reasonably good prognostic homogeneity of the study population, which resulted from the pooling of patients clinically evaluated in the various centers against a common background of basically adequate staging information and treated with different – though standard – protocols.

This validity extends to both the chosen parametric model and the number, grading and individual weight of the variables selected in the model. They are proposed here as a distillation of the entire process.

Figures 5-9. Comparison within the largest group of patients in each prognostic class between the theoretical survival estimated in the training sample and the survival observed in the test sample. The thin lines encompass the 95% confidence band for expected survival. The thick line is the observed Kaplan-Meier curve. Individual weight of the variables selected in
tion of broad clinical experience in the hope that they will prove to be a useful tool for clinical research of the future.

The results can be commented along the following lines.

**Modelling**

There are several reasons why a parametric model of survival time distribution is a valuable object in HD. First, a good-fitting model can economically characterize the survival experience of a group of individuals in terms of a few parameters. This in itself represents a goal in HD, a disease marked by well-known, emblematic variability in clinical presentation and prognosis. Second, the interpretation of clinical events in subsequent studies is improved when a model fitting data according to the experience of a precedent study is available. In general, more powerful tests of the differences in survival distribution can be made if a model for survival time distribution is known. Third, when the parameters of a validated model correspond to clinical characteristics, the best insight is available on the true prognostic factors of the disease. Finally, a good parametric model provides a direct estimate of the survival of a given patient in terms of time units with known accuracy, which is a more flexible and directly useful output than the prognostic indices generated by nonparametric analyses. To give the same information in terms of survival, a nonparametric modelling procedure would require hundred of different diagrams of parameter estimates.

However, more nonparametric than parametric models have been proposed so far in HD, and none of them is given much consideration in clinical practice or research.

The log-normal distribution of survival time data represents a common choice among research workers in the life sciences. It is characterized by a hazard function having a maximum after time zero, a shape that agrees with the general experience of a decreasing death risk after a higher peak in the first few months in the course of HD. However, the evaluable variations of the hazard function in HD are not very ample when plotted against time and are evident only in large samples of patients. Some of us, in a preceding modelling approach on a ninefold smaller population of HD patients, accepted the exponential distribution as best fitting the data, despite a mild deviation from linearity. However, it is well known that it is often difficult to distinguish a log-normal from an exponential distribution with relatively small samples. Moreover, when the hazard function is nearly constant and other distributions might also be acceptable, the exponential distribution is a reasonable choice because of its simplicity.

In the present study the availability of a large sample made the selection of the model unquestionable. Lastly, the use of the log-normal distribution model for survival has a few theoretical justifications.

**Prognostic factors**

Stage, age, histology, B symptoms, albumin, sex and involved area distribution were considered the relatively best prognostic factors evaluable before treatment. The aims of this study were extremely clinically oriented. It follows that if a survival model is to help in the choice of therapy, it should be applicable to all patients at diagnosis, without restriction of stages or age (at least in the adult range). For the same reason, it should not include factors evaluable only during treatment or after its completion (e.g. clinical response, drug dose intensity, etc.). Therefore the model included stage with all its distinct levels (which still primarily orients the selection of radiotherapy, chemotherapy or a variable combination of the two), as well as age with whole year distribution beyond 14 years.

The square transformation of the age datum proved to be very suitable both according to the results of Proctor et al. and to the clinical significance already stressed by other authors. Furthermore, Alb – the second quantitative factor selected – was handled in such a way as
to avoid the loss of information related to a categorization of these values. Apart from the clinical validity of the logarithmic transformation (see Materials and Methods), the very different distribution of Alb levels in each center, which required the use of percentiles within each distribution, might explain the contrasting results found with regard to the prognostic importance of this parameter in malignant lymphomas.\textsuperscript{27,38-40} The relative importance of Alb proved to be higher than that observed by some of us\textsuperscript{29} in a preceding parametric approach, while that of sex was substantially unmodified. The IAD variable was devised to integrate prognostic information from both CP and NLA, each of which separately exerted an interesting (not statistically significant, but clinically relevant) importance in the model. No laboratory data other than Alb (ESR, Hb, AP, LDH), which we relied on to substitute for the record of B symptoms with more quantifiable clinical parameters, retained statistical importance when included in the model with any one of the 7 clinical variables selected.

The reasons already expressed in favor of the general validity of the present results should settle any questions on possible discrepancies with the outcome of earlier multivariate research on HD. As a matter of fact, many multivariate studies have found different series of major survival determinants, as was partially reviewed by Gobbi et al.\textsuperscript{29} and further expanded by other papers.\textsuperscript{27,28,38,41-43} Stage, age and histology recur as primary factors in the large majority of these works; sex, symptoms and ESR are frequently found, while a number of other clinical characteristics sporadically enter the group of the most important factors (hemoglobin,\textsuperscript{28} mediastinal involvement,\textsuperscript{26,44} lymphocyte count,\textsuperscript{27,28} HLA phenotype,\textsuperscript{45} immunocompetence,\textsuperscript{46} tumor burden\textsuperscript{45}).

We believe that small differences in the choice of the clinical parameters to evaluate prognostically, among those commonly considered, or varying accuracy in the clinical evaluation or biochemical measurement of some of them can strongly influence the independent role attributed to each parameter or their resulting hierarchical order. However, we also think that such differences have little effect on the absolute portion of the overall prognostic variability that can be explained by the entire complex of whatever common clinical factors are evaluated, because of their multiple partial interrelationships.

Some advantages can probably be expected by taking into account parameters that directly evaluate certain biological features of the tumor or its responsiveness to therapy (i.e. tumor cell kinetics or cell resistance to drugs), rather than serologic tests invariably correlated among themselves and with staging parameters.\textsuperscript{3}

So, we are convinced that a large part of the prognostic significance brought by the the semi-quantization of tumor burden according to Specht et al.\textsuperscript{41} is retained in our model by the 4 levels of Stg together with the 2 of IAD, and probably those of Alb.\textsuperscript{47} Likewise, the possible prognostic weight of Med, if there is any, might have been replaced by B SS, female sex and younger age – all factors correlated with Med.\textsuperscript{44} It is unlikely that bulky Med, a parameter not available in the IDHD and not yet univocally defined, might have assumed a more definite prognostic role, since its relationship with either irradiation techniques\textsuperscript{49} or with non-administration of combined chemotherapy plus localized radiotherapy\textsuperscript{50,49} has already been demonstrated (it could be considered a therapy-amendable prognostic factor). In a similar way, the strong intercorrelations between ESR and Alb, Hb and Alb, and among SS, Alb, ESR and Hb demonstrated in the IDHD\textsuperscript{3} explain our selection of only two of these factors as offering the best contributions to the model.

The results from the parametric model approach to the whole evaluable IDHD population substantially agree with those obtained from Cox’s model on separate early and advanced HD patients in the database by Meerwaldt et al.\textsuperscript{51} and Löffler et al.,\textsuperscript{52} respectively. However, the higher prognostic importance of ESR and Alb than B SS found by some of us in 586 cases\textsuperscript{29} was not confirmed in the very large IDHD sample. The presence or absence of SS still proved to be a valuable prognostic factor that can be usefully integrated by some laboratory parameters, but can hardly be replaced by
a few of them.

On biological grounds the presence of SS probably reflects the cytokine-mediated interaction between host and tumor more directly than the so-called acute-phase or chronic disease biologic indicators that are routinely evaluated among blood laboratory tests. Unfortunately, the clinical evaluation of SS is rather subjective and less accurate than the measurement of a laboratory test. Moreover, prognostic and biological evidence has been collected on the opportuneness of recoding the truly unfavorable symptoms.\(^{53,54}\)

A reclassification of SS, excluding night sweats and including severe pruritus, should probably enhance the individual prognostic role of a new, recoded B symptomatology category. One possible way of replacing SS with measurable and easily comparable parameters might be the determination of the production of some cytokines or their products. For instance, analysis of the largely stratified quantity of clinical experience collected in the IDHD demonstrated that Alb represents the most important, definite and sufficiently independent laboratory datum in HD, and is worth adding to the consideration of SS and the other major prognostic factors.

Possible uses of the survival model

Clinical uses. Hopefully, the use of a quantitative estimate of survival for each patient by considering some selected clinical findings presented at diagnosis will integrate the international staging information recommended at the Ann Arbor Conference in 1971.\(^4,5\) This staging information is somewhat unsatisfactory from a prognostic point of view, and was not substantially improved in this regard by the recent modifications at the Cotswolds Meeting in 1989.\(^9\) The log-normal model of HD survival is able to fulfill the expectations of a working, therapy-oriented prognostic system that can integrate new risk factors drawn from laboratory investigations with consolidated staging parameters, as has been predicted for the near future in HD research.\(^9\)

Prognosis can now be estimated for each patient along a continuous distribution of predicted survival times related to a given set of initial clinical parameters. This can be considered a more accurate and flexible prognostic evaluation than that allowed by the series of independent stratifications for a few parameters (stage, histology, symptoms, etc.) currently made for the choice of therapy and evaluation of clinical results. Thus, the model can be considered a powerful clinical tool for pretherapeutic measurement of individual prognostic severity, for better tailoring the treatment plan to the patient’s therapeutic needs, and for controlling the prognostic disparity of patients to be treated with the same therapy.

A number of possible working cut-off values for expected survival can be fixed for particular presentations, treatment policies, or definite therapeutic resources to treat prognostically homogeneous subsets of patients. Interesting fields of application are offered by the clear identification of those stage I or stage II disease patients with a very favorable estimate of survival on whom therapy reductions might be explored, or the definition of a certain poor survival estimate for homogeneous selection of patients undergoing eradicating megachemotherapy followed by bone marrow transplantation.

The five classes into which total prognostic variability was subdivided represent only one example of the possible uses of the information from prognostic factors, irrespective of the therapeutic possibilities related to particular clinical presentations. From this point of view, these classes cannot be used as direct indicators of specific treatments, since by themselves they regroup patients who show similar survival as the effect of dissimilar treatments for different clinical presentations. So, it would be wrong to consider all class 1 patients as good candidates for mild therapies, since among them subjects with advanced stage disease successfully treated with standard multiple drug chemotherapy associated with radiotherapy can also be found. Of course, administering such combined therapy is the only way to assure the patient of a class 1 prognosis. Likewise, not all class 5 individuals have to be addressed to bone marrow transplantation, due to the presence in this class of
many older patients who cannot tolerate this procedure. Nevertheless, a suitably age-restricted subset of patients (e.g. <45-50 years), identified through a ≥250% probability of death at 30 months (class 5 patients), might now be proposed for autologous bone marrow rescue after megachemotherapy. This strategy would be prognostically more accurate and better able to be compared than that followed up to now. On the other hand, it should be correct that all patients with the same presentation and destined to a specific treatment belong to the same class.

Thus, the clinical utilization of a directly predictive model can help in reaching the goal of individual therapy adopted according to more rational and objective pretherapeutic evaluation.

Investigational uses. Pretreatment knowledge of the expected survival for each patient represents the most powerful tool for reliable stratification of patients in clinical trials.

There are several possible ways to use the parametric model in the design of clinical research.

First, a definite range of estimated survival can be preliminarily chosen to stratify patients undergoing a clinical trial. This method should warrant the prospective selection of the most prognostically homogeneous population for the study (under standard therapy protocols).

Second, a retrospective analysis can be performed to evaluate the role differences in expected pretreatment survival play on the results obtained. For this purpose one can check the number of patients in the treatment arms who could be allocated into the 5 prognostic classes. An easy technique for adjusting observed survival figures for an unbalanced distribution of the five classes among the treated groups could be the one devised by Axtell et al.24

Another possible method would be to utilize the median expected survival generated by the model as a distinct prognostic covariate to be entered in a Cox’s proportional hazard regression model. In this technique the covariate would synthetically replace the whole complex of the most important prognostic factors; it would make the analysis simpler and easier and, most importantly, it would allow reasonable accuracy in the evaluation of results, even with decidedly smaller samples. Since the advisable number of predictor variables in a Cox’s model should not be more than 5 to 10% of the number of endpoints (deaths, relapses, or other events), the use of only one covariate besides that testing the null hypothesis should be correct when starting from a number of 20 to 40 endpoints.

With these techniques, even published trials might be re-evaluated for better control of prognostic homogeneity in the randomized arms.
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